
 

 
 

 

1   Network Characteristics [20 points] 
 

One of the goals of network analysis is to find mathematical models that characterize real-world 

networks and that can then be used to generate new networks with similar properties. In this problem, 

we will explore two famous models—Erdős-Rényi and Small World—and compare them to real-world 

data from an academic collaboration network. Note that in this problem all networks are undirected. 

You may use the starter code in q1-starter.py for this problem. 

 

• Erdős-Rényi Random graph (G(n, m) random network): Generate a random instance of this 

model by using n = 5242 nodes and picking m = 14484 edges at random. Write code to 

construct instances of this model, i.e., do not call a SNAP function. 

Hint: Use the function snap.TUNGraph.New() to creat a new graph. Then add nodes and 

edges with AddNode() and AddEdge(). 

 

 

• Small-World Random Network: Generate an instance from this model as follows: begin with 

n = 5242 nodes arranged as a ring, i.e., imagine the nodes form a circle and each node is 

connected to its two direct neighbors (e.g., node 399 is connected to nodes 398 and 400), giving 

us 5242 edges. Next, connect each node to the neighbors of its neighbors (e.g., node 399 is 

also connected to nodes 397 and 401). This gives us another 5242 edges. Finally, randomly 

select 4000 pairs of nodes not yet connected and add an edge between them. In total, this will 

make m = 5242 · 2 + 4000 = 14484 edges. Write code to construct instances of this model, i.e., 

do not call a SNAP function. 

Hint: Use the function snap.TUNGraph.New() to creat a new graph. Then add nodes and edges 

with AddNode() and AddEdge(). You may need the help of functions GetNodes() and IsEdge().  

 

 

• Real-World Collaboration Network: Download this undirected network from 

http://snap.stanford.edu/data/ca-GrQc.txt.gz. Nodes in this network represent authors of 

research papers on the arXiv in the General Relativity and Quantum Cosmology section. There 

is an edge between two authors if they have co-authored at least one paper together. Note that 

some edges may appear twice in the data, once for each direction. Ignoring repeats and self-

edges, there are 5242 nodes and 14484 edges. 

Hint: Repeats are automatically ignored when loading an (un)directed graph with SNAP’s 

LoadEdgeList()  function. 
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1.1 Degree Distribution [10 points] 

 

Generate a random graph from both the Erdős-Rényi (i.e., G(n, m)) and Small-World models and read in 

the collaboration network. Delete all of the self-edges in the collaboration network (there should be 

14,484 total edges remaining). 

Plot the degree distribution of all three networks in the same plot on a log-log scale. In other words, 

generate a plot with the horizontal axis representing node degrees and the vertical axis representing 

the proportion of nodes with a given degree (by “log-log scale” we mean that both the horizontal and 

vertical axis must be in logarithmic scale). In one to two sentences, describe one key difference 

between the degree distribution of the collaboration network and the degree distributions of the 

random graph models. 

Hint: Use GetDeg()  function to get degrees of the node in the gragh. The matplotlib package can 

be used to plot the distribution. 

 

1.2 Clustering Coefficient [10 points] 

 

Recall that the local clustering coefficient for a node vi was defined in class as 

 

where ki is the degree of node vi and ei is the number of edges between the neighbors of vi. The 

average clustering coefficient is defined as 

Compute and report the average clustering coefficient of the three networks. For this question, write 

your own implementation to compute the clustering coefficient, instead of using a built-in SNAP 

function. 

Which network has the largest clustering coefficient? In one to two sentences, explain. Think about 

the underlying process that generated the network. 

Hints: Use function GetNbrNID() to get the neighbor of node. 

 

What to submit 

Page 1:  • Log-log degree distribution plot for all three networks (in same plot) 

• One to two sentence description of a difference between the collaboration network’s degree 

distribution and the degree distributions from the random graph model. 

Page 2:  • Average clustering coefficient for each network. 

• Network that has the largest average clustering coefficient. 

• One to two sentences explaining why this network has the largest average clustering 

coefficient.  



 

2 Bowtie Structure of Non-Web Networks [40 points] 
In this problem, we explore the structure of a directed social network, namely the Epinions Social 

Network (dataset and more information available at http://snap.stanford.edu/data/soc-

Epinions1.html) and a communication network, namely the EU Email Communication Network 

(dataset and more information available at http://snap.stanford.edu/data/email-

EuAll.html). Working out way through this question, we will observe that the structure of these 

networks resembles the bowtie structure of the web graph. 

We will use methods similar to the ones Broder et al. employed in their seminal paper where they 

determined that the web graph is structured like a bowtie. The authors discovered that the web graph 

(Figure 1) had a large strongly connected component (SCC) which could be reached from any node 

in IN, and could go to any node of OUT. There were also TENDRILS hanging off IN and OUT, 

containing nodes reachable from portions of IN or nodes going to portions of OUT. TENDRILS 

going from IN to OUT without touching SCC formed TUBES. There are also some 

DISCONNECTED components isolated from the rest of the graph. 

2.1 Node Position [8 points] 

Using outgoing BFS (breadth first search following outgoing edges from a given node) and incoming 

BFS (the same, but using incoming edges to a given node), how would you determine whether a 

given node lies in SCC, IN or OUT? 

Consider the node with ID 2018 in the Email graph, and the node with ID 224 in the Epinions graph. 

Run outgoing BFS and incoming BFS on these two nodes (in their respective graphs) and determine 

whether they lie in SCC, IN or OUT. 

 

 

 

Figure 1: Bowtie structure of the web, as described in Broder et al., showing SCC, IN, OUT, 

TENDRILS, TUBES and DISCONNECTED components of the graph. 

Hint : You may want to use the SNAP function GetBfsTree. 
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2.2 Random-start BFS [12 points] 

For each of the two networks, choose 100 nodes at random and do one forward and one backward 

BFS traversal for each node. Plot the cumulative number of the nodes reached in these BFS runs, like 

in the paper by Broder et al. (Figure 2 below). Create one figure for the forward BFS and one for the 

backward BFS (you should have a total of 4 figures, 2 for each network). Based on the figures, what 

can you say about the relative size of SCC, IN and OUT in each network? Explain in a few lines. 
 

Figure 2: Cumulative distribution on the number of nodes reached by incoming BFS started from 

randomly chosen nodes. 

Hint: You may want to use the SNAP function GetRndNId  to get random node IDs. 

 

2.3 Size of Bowtie Regions [12 points] 

 

We will now try to determine the sizes of each region in the network. How many nodes are in the 

SCC, IN, OUT, TENDRILS+TUBES (referring to TENDRILS and TUBES combined), and 

DISCONNECTED regions of each of the two networks? Describe how you calculate the size of each 

of the above components in a few lines. 

 

Hint : You may want to use the SNAP functions GetMxWcc and GetMxScc along with BFS. 

 

2.4 Probability of a Path Existing Between Two Randomly Chosen Nodes [8 

points] 

 

Broder et al. found in their paper that given a pair of randomly chosen start and finish webpages, one 

can get from the start page to the finish page by traversing links only approx 25% of the time. For 

each of the Epinions and the Email networks, what is the probability that a path exists between two 

nodes chosen uniformly from the graph? 

As the number of node pairs sampled grows larger, what would you expect the fraction of reachable 

pairs to converge to? 

Hint : One way you can approach this question is to first sample many node pairs at random and then 

report the fraction of times pairs were reachable. You may find the SNAP function GetShortPath 

useful here. 

 



 

What to submit 

Page 4:  • Explanation for how to determine whether a node lies in SCC, IN or OUT 

• For each of the two nodes, whether they lie in SCC, IN or OUT 

Page 5:  • Four plots (cumulative number of nodes reached for incoming and outgoing BFS for 

each of two networks) 

• 1-2 sentence explanation (in terms of relative sizes of SCC, IN and OUT) of the 

observed BFS traversal behavior 

Page 6:  • Size of SCC, IN, OUT, TENDRILS+TUBES, DISCONNECTED regions for each of 

the two graphs 

• Explanation for how you computed the size of each component 

Page 7:  • Results of experiments performed on at least 100 nodes: probability of a path existing 

between a pair of nodes chosen from the entire graph, for each of the two networks. 

• 1-2 sentence explanation on expected probability as number of sampled nodes grows 

large. 

 

3 Network Characteristics [40 points] 

An interesting - and useful - application of the network inference tools discussed in lecture is 

to model the interactions between genes and diseases; doing so can help identify clusters of 

related genes (which might previously have been unknown) and the genetic basis of certain 

diseases. 

This homework problem is inspired by the seminal paper “The Human Disease Network” 

(Goh et al., 2007: http://www.pnas.org/content/104/21/8685) and uses the dataset from 

http://www.disgenet.org/ds/DisGeNET/results/all_gene_disease_associations.tsv.gz. This 

dataset contains a list of diseases and the genes that those diseases are associated with. The 

source of the dataset is DisGeNET, one of the largest publicly available collections of genes 

and variants associated with human diseases. If you are interested in how this data was 

collected, check out this paper: https://academic.oup.com/nar/article/45/D1/D833/2290909. 

 

3.1 The Gene-Disease Network [8 points] 

 

Using the dataset linked to above, construct the bipartite Gene-Disease Network using the geneId 

and diseaseId columns (i.e., columns 1 and 3 of the dataset). Formally, the Gene-Disease Network 

can be defined as a bipartite graph where the nodes are the set of all diseases and genes, and there 

is an edge between gene x and disease y if there is an association between the two documented in 

the dataset. 

Report the following statistics on the graph: 

 

• How many nodes are there in total? How many diseases? How many genes? 

• How many edges are there? 

• Plot the degree distribution of genes and the degree distribution of diseases on the same plot 

on a log-log scale. In one to two sentences, describe one key difference or similarity between 

the degree distribution of the genes and the degree distributions of the diseases. 

http://www.pnas.org/content/104/21/8685
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Hint : SNAP libraries only accept integer Node IDs, so you will need to modify the disease ID category 

when loading the graph. Also, make sure that there are no genes with the same ID as a disease: they 

are separate identification schemes in the dataset, but node IDs must be unique in SNAP. If there are 

overlapping IDs, you will lose the bipartite structure since one node will be both a disease and a gene. 

 

3.2 The Human Disease Network [9 points] 

 

The bipartite structure of the Gene-Disease Network allows us to analyze the relationships between 

genes or between diseases by creating a network projection. In the “Human Disease Network” (HDN), 

nodes represent diseases, and two diseases are connected to each other if there is at least one gene in 

which mutations are associated with both diseases. In other words, two nodes in the network 

projection are connected if they have at least one common neighbor. 

Formally, the HDN is a graph G′(V′, E′) with V′ = the set of all diseases, and there is an edge (i, j) 

between diseases i and j if there is a gene y such that (i, y) ∈ G and (j, y) ∈ G (where G is the 

original Gene-Disease Network). 

Construct the HDN using the definition above, and report the following statistics on the graph: 

 
• How many nodes are in the graph? How many edges are in the graph? 

• What is the density of the graph? What is the average clustering coefficient C?  

 

Hint: For this problem, you may use the built-in SNAP function to calculate C. Computing the exact 

clustering coefficient is computationally expensive, so you can instead compute it over a sample of the 

nodes. 

 

3.3 Cliques in the Human Disease Network [6 points] 

 

While the HDN provides a potentially invaluable tool to analyze the relationships between human 

diseases, it is difficult to analyze in practice because the graph has many large cliques. Answer the 

following questions: 

 
• Why do these cliques arise? 

• In the general case, what does the size kmax of the largest clique in the HDN represent? 

• Calculate kmax in the HDN created in part (4.2). 

The first two questions should require no more than a 1-2 sentence answer each. 

 

3.4 Edge Contraction in the HDN [9 points] 

 

We can make the HDN more usable by combining cliques into single “supernodes” using an edge 

contraction algorithm. Edge contraction removes an edge from a network while simultaneously 



 

merging the two vertices that the edge previously joined. Formally, merging vertices i and j on a graph 

G(V, E) leaves us with a single vertex i' that has an edge (i', x) ∀x | (i, x) ∈ G or (j, x) ∈ G. 

Apply this algorithm to the HDN network to contract cliques with more than k = 250 nodes 

(iteratively remove edges in the clique until the clique is a single supernode). Report the following 

statistics of the graph: 

 

• How many nodes are in the graph? How many edges are in the graph? 

• What is the density of the graph? What is the average clustering coefficient C? How does it 

compare to the clustering of HDN before contraction? 

 
Hint: Use your insight from part (4.3) to efficiently determine cliques of size > k. A brute force 

algorithm to find all cliques will have a very long runtime on a graph of this size. For the clustering 

coefficient, you may use the built-in SNAP function on this problem. Computing the exact 

clustering coefficient is computationally expensive, so you can instead compute it over a sample of 

the nodes. 

 

3.5 Disease Similarity in the Gene-Disease Network [8 points] 

 

Recall the two node “similarity” measures used in class: Common-Neighbors (CN) and Jaccard 

Index (JA, also known as Intersection over Union, or IoU). For two nodes x and y, the metrics are 

defined as 

 
 

where Γi is the set of neighbors of node i. 

We can apply these metrics to the Gene-Disease Network and identify diseases that have a similar 

genetic basis.  

For Crohn’s Disease (diseaseID = C0010346) and Leukemia (diseaseID = C0023418), report the 

top 5 most similar diseases by both metrics as well as their scores. In 1-2 sentences, explain which 

metric provides a better set of similarity scores and why.  

Hint: These similarities are based on the original, unfolded Gene-Disease Network, not the folded 

HDN. 

 

What to submit 

Page 12:  • Number of Nodes in the Gene-Disease Network. 

• Number of Edges in the Gene-Disease Network. 

• Number of Genes and number of Diseases in the Gene-Disease Network. 

• Log-log degree distribution plot for genes and diseases (treated separately but on the 

same plot). 



 

• One to two sentence analysis of the similarity or difference in degree distribution of 

genes and diseases. 

Page 13:  • Number of nodes and edges in the HDN. 

• Density of the HDN. 

• Clustering coefficient of the HDN. 

Page 14:  • One to two sentence explanation of why the HDN has many large cliques. 

• One to two sentence explanation of the meaning of kmax in the HDN. 

• kmax for the HDN created in (4.2) 

Page 15:  • Number of nodes and edges in the contracted HDN. 

• Density of the contracted HDN. 

• Clustering coefficient of the contracted HDN. 

Page 16:  • 5 diseases most similar to Crohn’s Disease (C001346) by both the Common-Neighbors 

and Jaccard Index scores. 

• 5 diseases most similar to Leukemia (C0023418) by both the Common-Neighbors and 

Jaccard Index scores. 

• One sentence explanation of which of the two metrics proved more useful 

 


